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ABSTRACT

The study focuses on the importance of maintaining photovoltaic (PV) systems for optimal performance in 
sustainable energy generation. It highlights the impact of dust accumulation on reducing system efficiency 
and proposes a method to predict system performance, aiding in scheduling cleaning activities effectively. 
Two prediction models are developed: one using time-series prediction techniques (LSTM, ARIMA, SARIMAX) 
to forecast Performance Ratio (PR), and another employing ensemble voting classifiers (RF, Log, GBM) to 
predict the need for cleaning. The SARIMAX model performs best, achieving high accuracy in PR prediction 
(R2 = 92,12 %), while the classification model accurately predicts cleaning needs (91 %). The research provides 
valuable insights for improving maintenance strategies and enhancing the efficiency and sustainability of PV 
systems.
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RESUMEN

El estudio se centra en la importancia de mantener los sistemas fotovoltaicos (FV) para un rendimiento óptimo 
en la generación de energía sostenible. Destaca el impacto de la acumulación de polvo en la reducción de la 
eficiencia del sistema y propone un método para predecir el rendimiento del sistema, ayudando a programar 
eficazmente las actividades de limpieza. Se desarrollan dos modelos de predicción: uno que utiliza técnicas 
de predicción de series temporales (LSTM, ARIMA, SARIMAX) para predecir el índice de rendimiento (PR), 
y otro que emplea clasificadores de votación por conjuntos (RF, Log, GBM) para predecir la necesidad de 
limpieza. El modelo SARIMAX obtiene los mejores resultados, con una alta precisión en la predicción del PR 
(R2 = 92,12 %), mientras que el modelo de clasificación predice con precisión las necesidades de limpieza 
(91 %). La investigación aporta valiosas ideas para mejorar las estrategias de mantenimiento y aumentar la 
eficiencia y sostenibilidad de los sistemas fotovoltaicos.

Palabras clave: Predicción de Series Temporales; Limpieza FV; Ratio de Rendimiento; Sistemas FV; Aprendizaje 
Automático.

INTRODUCTION
Photovoltaic (PV) systems have witnessed substantial global growth due to their economic, environmental, 

and social sustainability benefits.(1) Factors such as cost reduction, abundant solar energy, efficiency upgrades, 
regulatory support, and ease of installation have contributed to their widespread adoption.(2) The performance 
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of PV systems is influenced by various meteorological, design, and operational factors, including solar irradiance, 
temperature, wind speed, shading, and dust accumulation.(2,3,4) Dust accumulation can significantly reduce 
system performance, leading to losses of up to 50 %,(5,6) emphasizing the importance of regular cleaning to 
maintain efficiency and enhance performance. Cleaning PV systems is crucial for optimal energy generation, 
economic viability, and mitigating the negative effects of dust accumulation.(7)

Hence, maintaining cleanliness in PV systems during operation is crucial due to its significant impact on 
performance, especially considering their long lifespan of 25-30 years.(8) Various cleaning techniques are 
available, tailored to factors such as system size, type, installation, design, geographical location, reliability, 
and resource availability.(9) These techniques range from natural cleaning using rain, wind, and gravity,(10) to 
manual cleaning requiring labor,(11) automated cleaning controlled remotely or by schedule,(12) semi- automated 
cleaning with labor oversight,(13) to self-cleaning techniques integrated during manufacturing to prevent dust 
accumulation.(14)

Accurately predicting the performance of PV systems is crucial for evaluating efficiency and scheduling 
cleaning processes effectively, aligning with economic viability thresholds. The Performance Ratio (PR) serves 
as a standardized metric widely used in performance-guaranteed contracts and regulatory frameworks.
(15) Despite extensive research, no study has comprehensively considered all influential factors affecting PV 
system performance while using PR as an output. This research aims to fill this gap by employing advanced 
machine learning algorithms like LSTM, ARIMA, and SARIMAX, utilizing a large time-series dataset from various 
PV systems. Additionally, a threshold-based classification model will be developed using an ensemble voting 
classifier to assist PV system operators, particularly non-experts, in optimizing performance and maintenance 
strategies. Thus, this research aims to provide valuable insights into enhancing PV system efficiency.

Accordingly, this study aims to fill research gaps by incorporating all influential factors on PV system 
performance to predict the Performance Ratio (PR) and provide cleaning recommendations based on predefined 
thresholds. Using a large dataset encompassing meteorological and operational factors, time-series machine 
learning algorithms such as LSTM, ARIMA, and SARIMAX will be employed to construct PR prediction models. 
Evaluation will include metrics like MSE, RMSE, MAPE, SMAPE, and R2. Additionally, a threshold-based predictive 
model will be developed using ensemble voting classifiers like Log, RF, and GBM to predict the cleaning process 
based on contractual thresholds. Model performance will be assessed using accuracy, recall, precision, and F1-
score, aiming to identify the optimal model for PV system operators, especially non-experts.

METHOD
The methodology utilized in this study commences with a comprehensive literature review. This review 

covers case studies focusing on predicting PV system performance and scheduling PV cleaning processes. 
Following this, multiple discussions were conducted with PV system experts, aiming to validate extracted 
influential factors and obtain feedback on the importance of study outcomes.

The subsequent step requires developing a prediction model that is capable of handling time-series datasets 
with high correlations, intending to forecast PV system performance. Among various performance metrics for 
PV systems, the Performance Ratio (PR) is prioritized, given its widespread use in contractual agreements and 
regulatory contracts.(16)

Prediction models selected for PR include ARIMA, SARIMAX, and LSTM, with their proven capability of handling 
complex time-series datasets. The main steps in utilizing these models include collecting data, preprocessing, 
training the model, testing, and evaluating the prediction performance of each model. Additionally, assessing 
the features’ importance is significant for improving the prediction, thereby, enhancing the performance.

Furthermore, a rule-based classification model utilizing ensemble techniques was developed using the 
same dataset to predict the cleaning process based on a PR threshold. This ensemble model combines three 
classification models: Log regression, RF, and GBM, with predictions combined through voting to attain optimal 
classification performance.

RESULTS
A case study (CS) was employed from a PV project in the UAE. The PV project is connected to the grid. 

A summary of the project is provided in table 1. The project undergoes regular cleaning cycles as per the 
contractor’s pre-established schedule to ensure that the overall Performance Ratio (PR) remains above a 
predefined threshold, as is customary in performance-guaranteed contracts for PV projects.

However, this threshold is not fixed and varies depending on factors such as installation settings, system 
complexity, additional equipment like storage systems, system availability, and shading levels at the location. 
Contractors set the threshold upon contract award, which is subsequently validated by a third-party consultant 
before signing the performance-guaranteed agreement.
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Table 1. Case study summary information
CS

Location UAE
Size 648kWp
Type of installation Rooftop – corrugated sheet
Tilt angle 50

Type Mono crystalline
PV modules Power 470Wp

Quantity 1379
Efficiency 20,93 %

The features for predicting the PR include years, season, month, day, atmospheric pressure, irradiance, 
relative humidity, ambient temperature, modules temperature, wind speed, cloud coverage, cleaning process, 
and time since last cleaning. The dataset encompasses the period from November 2021 to December 2023.

Meteorological factors were gathered from weather sensors and the Supervisory Control and Data Acquisition 
(SCADA) system onsite. Performance Ratio (PR) data for each project was obtained from the data logger, while 
information regarding the timing of cleaning processes was extracted from archived documents maintained by 
the Operation and Maintenance (O&M) team for each project.

Missing values were addressed in two ways: those occurring during periods of no generation, such as from 
sunset to sunrise, were eliminated as the focus is solely on system operation. For missing values in the web-
based monitoring system due to internet disruptions, data was retrieved from onsite data loggers. Subsequently, 
numerical features underwent normalization to ensure uniform scale, thereby enhancing convergence stability, 
interpretability, and model performance. Data preprocessing and modeling were conducted using RStudio 
software.

Moreover, feature encoding was carried out for years, seasons, months, days, cleaning process, and time 
since the last cleaning. Different encoding techniques were utilized based on the nature of each feature. For 
instance, binary encoding was employed for cleaning processes, while cyclical encoding captured recurring 
trends and patterns in time-series datasets for days and months.

In the final preprocessing step, the dataset was divided into training (75 %) and testing (25 %) sets, utilizing 
a 10- fold cross-validation technique. This crucial step allows for model evaluation, prevents overfitting, tunes 
hyperparameters, and ensures the machine learning model generalizes effectively to new datasets, thereby 
enhancing prediction performance reliability.

Subsequently, prediction models were trained individually for each PV system’s Performance Ratio (PR) 
using ARIMA, SARIMAX, and LSTM algorithms. Each model possesses distinct parameters contributing to its 
unique predictive abilities. To optimize model performance, parameters were fine-tuned using the grid search 
method within the RStudio package. This involved evaluating all combinations of hyperparameters across a 
predefined grid, with 5-fold cross-validation ensuring robustness and reliability in performance assessment.

Table 2 displays the evaluation metrics, such as MSE, RMSE, MAPE, SMAPE, and R2, for each PV project’s 
testing dataset. The results indicate that the SARIMAX model consistently surpassed other models in predicting 
the Performance Ratio (PR). Figure 1 depicts the feature importance for the PV project. Notably, the most 
significant features in the prediction model comprise module temperature, irradiance, ambient temperature, 
season, and relative humidity.

Table 2. Evaluation metrics of prediction models using testing 
dataset

Measure ARIMA SARIMAX LSTM
MSE 0,0723 0,0312 0,0715
RMSE 0,2689 0,1766 0,2674
MAPE 0,1812 0,1421 0,1765
SMAPE 0,1672 0,1345 0,1623
R2 76,26 92,12 88,74

An ensemble technique combining Logistic regression, RF, and GBM models predicted the 
cleaning process based on the contractually guaranteed thresholds (75 %). The voting classifier 
showed superior performance, demonstrating high accuracy, recall, precision, and F1-score. Among 
individual classifiers, the gradient boost machines model performed the best, as shown in table 3. 
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Figure 1. Features importance of SARIMAX model

Table 3. Evaluation of ensemble technique classifier for PV cleaning process
Performance measure RF GBM Log Voting classifier ensemble
Accuracy 0,86 0,90 0,84 0,91
Precision 0,83 0,86 0,82 0,88
Recall 0,81 0,83 0,83 0,85
F1-score 0,80 0,85 0,83 0,87

DISCUSSION
This study constructs time-series predictive models to forecast PV system performance, focusing on the 

Performance Ratio (PR). ARIMA, SARIMAX, and LSTM models are employed, with SARIMAX outperforming other 
models due to its ability to handle seasonal patterns and multicollinearity issues.(17,18,19,20) Notably, cleaning-
related features show low importance, suggesting the need for accurate scheduling to optimize PV system 
performance.

Predicting PR forms the basis for scheduling cleaning cycles, with thresholds guiding the process. An 
ensemble technique, including RF, GBM, and Log regression, predicts the cleaning process, with GBM 
demonstrating superior performance. While slightly lower than PR-based models, the ensemble classifier offers 
robust performance across both projects, highlighting its effectiveness for non-experts in optimizing PV system 
maintenance. Overall, this study provides a comprehensive approach for PV system optimization, offering 
valuable insights for stakeholders.

CONCLUSION
This study offers a methodological framework aimed at optimizing the efficiency of PV system cleaning 

processes and enhancing overall system performance and viability. The approach involves predicting the 
Performance Ratio (PR) of PV systems and subsequently forecasting cleaning cycles to meet contractual 
performance guarantees, while accounting for various influential factors including temporal, meteorological, 
and operational elements pertinent to existing PV systems. Time-related factors encompass year, month, day, 
and season, reflecting degradation and seasonal performance trends. Meteorological factors include solar 
irradiance, ambient temperature, atmospheric pressure, relative humidity, wind speed, and cloud coverage, 
while operational factors include PV module temperature and the cleaning process.

To validate this methodology, a large dataset was employed. Results indicate that SARIMAX outperforms other 
prediction models, achieving R2 values of 92,12 %. Moreover, the classification performance for the cleaning 
process reached 91 %, utilizing a threshold-based ensemble classification approach. Notably, predictive models 
for PR demonstrated significantly higher performance compared to classification models for predicting the 
cleaning process.

This study provides a tool for scheduling cleaning cycles based on predicted PR, aiding non-experts in 
effectively managing the PV cleaning process. For future research, additional parameters related to PV 
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system design, such as tilt angle, tracking systems, and PV module types, along with location-specific weather 
conditions like precipitation, sandstorms, and dust characteristics, could be incorporated to further refine 
the prediction model. Additionally, conducting comparative analyses across different locations with similar PV 
system attributes would yield valuable insights into the impact of varying meteorological factors on similar PV 
systems.
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